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ABSTRACT
Natural language provides an intuitive interface for querying data,
yet its unstructured nature often makes precise retrieval of infor-
mation challenging. Knowledge graphs (KGs), with their structured
and relational representations, offer a powerful solution to struc-
turing knowledge, while large language models (LLMs) are capable
of interpreting user intent through language. This combination
of KGs and LLMs has been explored extensively for Knowledge
Graph Question Answering (KGQA), primarily for open-domain or
encyclopedic knowledge. Domain-specific KGQA, instead, presents
significant opportunities for Cyber-Physical Systems (CPS) and
the Internet of Things (IoT), where the extraction of structured
metadata is essential for automation and scalability of control and
analytics applications.

In this work, we evaluate and improve AutoKGQA, a domain-
independent KGQA framework that utilizes LLMs to generate struc-
tured queries. Through a case study on KGs of sensor data from
buildings, we assess its ability to retrieve time series identifiers,
which are a requirement for extracting time series data from large
sensory databases. Our results demonstrate that while AutoKGQA
performs well in certain cases, its domain-agnostic approach leads
to systematic failures particularly in complex queries requiring
implicit knowledge. We show that domain-specific prompting sig-
nificantly enhances query accuracy, allowing even smaller LLMs
to perform on par with larger ones. These findings highlight the
impact of domain-adapted prompting in KGQA (DA-KGQA) and
suggest a path toward more efficient, scalable, and interpretable
AI-driven metadata retrieval for CPS-IoT applications.
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1 INTRODUCTION
Foundation Models (FMs) aim to demonstrate versatility and gen-
eralization capabilities across a wide range of tasks, leveraging
self-supervised learning to adapt to diverse domains with minimal
fine-tuning [6]. However, in the context of Cyber-Physical Systems
and the Internet of Things (CPS-IoT), FMs often assume that time-
series data will be readily available in labeled and structured forms,
limiting their ability to handle real-world scenarios. We argue that
CPS-IoT FMs should instead be capable of performing critical op-
erations such as time-series retrieval, processing, planning, and
execution to achieve true generalization.

For CPS-IoT, planning has been explored through methods such
as Time Series Foundation Models (TSFMs) [22], and execution
has been demonstrated in robotics FMs [16]. However, information
retrieval remains an understudied yet essential component. This
capability is crucial for enabling models to autonomously navi-
gate sensor databases, identify relevant contextual and sensor data
sources. By bridging the gap between high-level task descriptions
and meaningful insights, information retrieval allows FMs to act as
dynamic intermediaries between user/agent intent and complex,
unstructured data repositories.

The integration of FMs with structured data such as knowledge
graphs (KGs) holds significant promise, enabling general-purpose
models to achieve domain-specific reasoning and contextual aware-
ness [31]. This potential has motivated efforts to develop Graph
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FMs [31], Large Language Model (LLM)-augmented KGs (e.g., KG
Question Answering (KGQA) [3]), KG-enhanced LLMs, and hybrid
LLM-KG systems [25]. These integrations have shown promise in
applications like recommendation systems, knowledge discovery,
and search engines [14, 23, 33]. However, their potential in the
CPS-IoT domain, particularly for contextual and sensor informa-
tion retrieval, has not been sufficiently explored. Bridging this gap
is critical for enabling FMs to autonomously navigate complex data
landscapes, retrieve relevant sensor inputs, and generate actionable
insights for real-world applications.

Buildings serve as an ideal case study of CPS-IoT systems, as
they generate vast amounts of time-series data by monitoring the
operation of thousands of sensors and actuators with various func-
tions. Moreover, the use of KGs to represent relationships between
different building systems and components has been extensively ex-
plored [27]. Yet, the integration of FMswith KGs for building-related
applications remains underexplored [24], with limited empirical
analysis beyond preliminary studies [5].

To address this gap, we systematically evaluate a domain-independent,
zero-shot KGQA tool—AutoKGQA [3]—both in its original form
and with domain-specific modifications. Our contributions include:
(1) constructing a preliminary evaluation set of building-related
questions with varying levels of complexity and ambiguity, (2) com-
paring the performance of AutoKGQA before and after introducing
domain-aware prompting, and (3) analyzing the accuracy-cost trade-
offs of using different LLMs for KGQA. Our findings demonstrate
that minimal prompt engineering can significantly enhance query
accuracy while reducing reliance on larger, more expensive models,
paving the way for scalable and efficient KGQA applications in
smart buildings and beyond. Furthermore, through concrete exam-
ples, we highlight scenarios where domain-specific knowledge is
indispensable and where the general knowledge contained in LLMs
falls short, providing insights into the limitations and opportunities
for future improvements in LLM-KG integration.

1.1 Background
Several researchers explored the interaction between KG and FM
[8, 21, 26, 30]. For instance, KG reasoning focuses on deriving new
knowledge through logical inference, with notable works including
[12, 32]. KG completion aims to predict missing triples or entities,
enhancing the structure and completeness of KGs [37]. In our work,
we focus on the ability of FM to extract sensor and contextual
requirements provided in natural language and retrieve relevant
answers from an existing building KG, a problem that closely aligns
with KGQA.While text-to-SPARQL approaches have tackled similar
challenges, we concentrate on KGQA, as many of its implementa-
tions inherently include a text-to-SPARQL subtask.

To establish the necessary background, we first introduce the
Brick Schema, the ontology used to construct the building KG we
used in our study. We then review existing KGQA methods, evalu-
ating their applicability and limitations in CPS-IoT contexts.

1.1.1 Brick Schema. Brick Schema is an open-source ontology
standardizing metadata representation in commercial buildings.
It defines a structured vocabulary for building components, such
as sensors, HVAC systems, and zones, along with their intercon-
nections, enabling interoperability and reasoning over structured

data. Its adoption is supported by a strong research community
[4], industry implementation [10], and alignment with ASHRAE
223 standards [2]. A key distinction must be made between KGs
and ontologies. A KG encodes specific knowledge by representing
entities, relationships, and properties within a domain [15], while
an ontology defines the formal structure of that domain, specify-
ing entity types, hierarchies, and constraints to ensure consistency
and enable inference. In the buildings domain, KGs are referred
as semantic models or building models (i.e., Brick model) and they
describe metadata of a specific building. On the other hand ontolo-
gies such as Brick schema are ontologies that standardizes classes,
relationships, and constraints, improving consistency between KGs.

1.1.2 Knowledge GraphQuestion Answering. KGQA methods fall
into two categories: retrieval-based and semantic parsing-based ap-
proaches [7]. Retrieval-based methods extract relevant entities effi-
ciently but struggle with complex, multi-hop reasoning [35]. Seman-
tic parsing methods translate natural language into SPARQL, en-
abling precise retrieval but requiring costly annotations and domain-
specific adaptation. Given the complexity of CPS-IoT queries, retrieval-
based methods can be insufficient, while semantic parsing offers a
more suitable framework for structured KG queries.

Recent approaches for semantic parsing integrate LLMs for
reasoning-driven SPARQL generation, aiming to reduce the training
requirements on KG-specific question-answer pairs. SGPT learns
patterns for query generation but still requires question-answer
pairs [29], making it impractical for ontologies like Brick. SPAR-
QLGEN introduced a one-shot SPARQL framework with GPT-3,
incorporating contextual information to improve query quality
[17], but its reliance on ground truth queries and dataset-specific
examples limits generalization. Other methods, such as structured
extraction using a BERT-CRF pipeline, improve disambiguation but
would generate excessive number of entities in building KGs and
require fine-tuning using a training dataset [35]. To address these
challenges, AutoKGQA [3] enables zero-shot KGQA by selecting
relevant ontology terms and instances as structured context for
LLMs. While other zero-shot KGQA tools like Tree-KGQA [28]
exist, they do not support arbitrary KGs. HybGRAG [19] is a recent
related work, focusing on hybrid questions, but its implementation
was unavailable at the time of this submission.

2 METHODOLOGY
This section outlines our methodology for evaluating KGQA sys-
tems in building automation. We describe the evaluation set, which
categorizes queries by complexity and ambiguity, and details of
how AutoKGQA was extended with domain-specific prompting.

2.1 Evaluation Set
In KGQA, ambiguity in entity and relation references presents a ma-
jor challenge [34]. Question formulation directly impacts retrieval
accuracy, particularly when references vary in specificity [18]. We
categorize questions based on two factors: (1) complexity of queries
using the number of hops1 required, and (2) ambiguity of the en-
tities and relations. Each query level (shown as 𝐿) is denoted as

1We consider a query to be zero-hop if it only involves type-based filtering using
rdf:type and rdfs:subClassOf*, without traversing relationships between entities.
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𝑚.𝑛, where𝑚 represents the number of hops2, and 𝑛 represents the
ambiguity, increasing as the query elements become less explicit.

The questions generated using this approach can be seen in Table
1. They were generated based on the queries required to build the
applications available in Mortar [11]. Explicit and partially explicit
class mappings are highlighted in green, while explicit relationships
are shown in blue.

Linguistic ambiguity exists along a continuum, and our objective
here is to extract representative samples from its underlying distri-
bution. Some queries explicitly specify an entity or relation (e.g.,
building electrical meter), while others require contextual interpre-
tation (e.g., energy consumption) to map them to the corresponding
KG term (e.g., Building_Electrical_Meter). Further, controlled
natural language (SQUALL [9]) queries (𝐿 = 0.0) serve as the start-
ing point, due to being less natural but closer to the true SPARQL
query [20]. In addition to ambiguity in classes and relationships, we
distinguish question formulations: 𝐿{0.0, 0.1, 0.3, 0.5} include direct
questions that explicitly ask for an entity or relation (e.g., what is),
while 𝐿{0.2, 0.4} include indirect requests that imply a request for
information without directly stating it (e.g., retrieve, list, show). As
query complexity increases, retrieval requires traversing multiple
relations, introducing additional ambiguity such as missing links3
(𝐿 = 2.2). Zero-hop queries involve type-based filtering without
explicitly traversing relationships between entities (𝐿{0.0 − 0.5}),
while multi-hop queries (𝐿{1.0 − 2.2}) require reasoning over inter-
mediate entities and relations, making the task more challenging.

It is important to clarify that this evaluation set is not designed
to be exhaustive, as constructing a fully comprehensive dataset
would be prohibitively expensive [20]. Prior work has addressed
this challenge by using semi-automated methods to generate large
datasets, given the high cost and effort of manual curation [20].
In our case, we intentionally keep the dataset limited, ensuring
that each level introduces increasing complexity without redun-
dancy. This allows for a more focused analysis of failure cases. In
addition, compared to the traditional KGQA methods, dataset size
naturally decreases in a zero-shot setting because (1) only test data
are needed, significantly reducing data requirements, and (2) testing
with LLMs incurs substantial computational and monetary costs,
making smaller evaluation sets more practical. For example, authors
of AutoKGQA used 15 queries for validation [3]. To define our test
set, we iteratively develop cases for each level of complexity and
ambiguity until all tested methods fail, revealing the limitations of
current approaches. While this provides valuable insights, larger
test sets are necessary for more conclusive evaluations of KGQA
performance in this domain.

2.2 Experimental Setting
AutoKGQA was selected as the primary baseline for its zero-shot
KGQA capability. We adapt its prompt with domain-specific infor-
mation and incorporate a tree-of-thought approach [36], resulting
in our Domain Adapted AutoKGQA (DA-KGQA). This strategy im-
proves performance through prompt engineering while preserving

2While rdfs:subClassOf* may span multiple edges, within the class hierarchy, we
treat subclass reasoning as background inference rather than part of query traversal.
3We define a missing link as a condition in which a question appears to imply a direct
(one-hop) relationship between two entities, but the graph requires traversal through
an intermediate node (two-hop) to retrieve the answer.

the fully zero-shot nature of the task. Unlike AutoKGQA, which
samples five completions from an LLM using a single example, DA-
KGQA prompts the model to simulate multiple expert agents, each
proposing a SPARQL query using a different strategy and level of
complexity (see prompt in Figure 1, right). This structured diver-
sity encourages more varied and progressively complex reasoning
paths, increasing the likelihood of producing a correct and precise
query. The distinction between the two approaches is illustrated in
Figure 1. Our code is available to enable reproducibility4 .

It is important to clarify that KGQA retrieves point names, not
the time series data itself. The KG embeds point names, which a
client program can use to fetch data from a building management
system—following the approach of systems like Energon [13] and
Mortar [11]. This design differs from traditional KGQA assumptions,
where the graph contains all necessary information to answer a
query. Instead, the generated query retrieves point names, leaving
data retrieval and computation to external systems which take
these point names as input. For our experiment, we use the KG
of a real-world building (vm3a) from Mortar repository [11]. This
KG, constructed with the Brick Schema, contained 1,609 ontology
terms and 61,366 instances. The KG also represents hierarchical
equipment structures, including AHUs, Variable Air Volume (VAV)
systems, and sensors, where sensors can be associated with multiple
levels of hierarchy. Since the model was developed with a previous
version of the ontology, we updated it to align with the latest Brick
Schema version (1.4.0).

To ensure consistency, we set the temperature parameter to
zero for all LLM calls, recognizing that LLMs remain inherently
stochastic. Nevertheless, our initial tests showed consistent results
across multiple runs, likely due to the five-query generation step,
which tends to converge on a consistent approach. Since AutoKGQA
performs sampling in this step, it retained a non-zero temperature
of 0.5 to allow variability. Other parameters, such as relevance
threshold (0.25) and max hits rate (0.005), were determined through
trial and error to balance retrieval precision and token constraints.
All other parameters remained identical to the original AutoKGQA
implementation.

3 RESULTS
Table 1 compares the performance of our approach against Au-
toKGQA. To assess the impact of different sensor types, we gen-
erated two sets of zero-hop questions (e.g., damper position ver-
sus electrical meter) and found no significant differences in per-
formance. We then proceeded to more complex 1-hop and 2-hop
queries. The LLM models used—Llama 3.3 70B, GPT-4o, and GPT-
4o-mini—are denoted as L70b, 4o, and 4o-mini, respectively.

To evaluate performance, we execute the generated SPARQL
queries and compare their outputs against ground truth queries. Our
primary metric is based on whether the result sets are semantically
equivalent. When a query returns more than 10 rows, we compare
the number of returned rows as a proxy for correctness. For smaller
result sets (fewer than 10 rows), we manually analyze whether the
returned point names match those of the ground truth. Additionally,
we assess whether the output includes all required variable bindings.
For instance, if a question asks for both zone air temperature sensors

4https://github.com/ozanbarism/DA-KGQA

https://github.com/ozanbarism/DA-KGQA


FMSys ’25, May 6–9, 2025, Irvine, CA, USA Ozan Baris Mulayim, Gabe Fierro, Mario Bergés, and Marco Pritoni

 Quest�on: What
are the �nstances

of damper pos�t�on
commands? 

Step 1. Ident�fy The
Relevant Subgraph

Step 2. Generate 5
Quer�es Through
Sampl�ng Step 3.

Choose The
Best Query

Answer:
Po�nt names

Step 2. Generate 5
Quer�es Through
Tree-of-Thought

 Gener�c prompt w�th
1 gener�c example

 Doma�n-spec�f�c
prompt, no examples

Knowledge
Graph: 

?pos�t�on
bldg:RM12_DPR
bldg:RM14_DPR
bldg:RM15F_DPR

...

T�me Ser�es Data

Time-series
Database

DA-KGQA D
am

pe
r 

P
os

�t�
on

s

Doma�n-spec�f�c Prompt:
There are 5 sk�lled Br�ck Schema experts
that are tasked w�th wr�t�ng a SPARQL
query us�ng the�r HVAC expert�se to
retr�eve the metadata requested by the
user quest�on.
Each of them w�ll use d�fferent strateg�es
to wr�te SPARQL quer�es based on the�r
expert�se. Quer�es should go from s�mple
to more compl�cated.
Follow�ng the restr�ct�ons:
....

Figure 1: Comparison of AutoKGQA and DA-KGQA with its’ domain-specific prompt.

Table 1: Performance Across Models and LLMs for Zero-Shot Question Answering

Q𝑖𝑑 L Question AutoKGQA DA-KGQA

4o-mini 4o L70b 4o-mini 4o L70b

1 0.0 Which <meter> is a <Building Electrical Meter>? ✓ ✓ ✓ ✓ ✓ ✓
2 0.1 What are the instances of building electrical meter? ✓ ✓ ✓ ✓ ✓ ✓
3 0.2 List all building electrical meters ✓ ✓ ✓ ✓ ✓ ✓
4 0.3 Which electrical meters are installed in this building? × ✓ × ✓ ✓ ✓
5 0.4 Show the electrical meters available in this building. × ✓ ✓ ✓ ✓ ✓
6 0.5 What devices are responsible for measuring energy use in this building? × × × × × ×
7 0.0 Which <position> is a <Damper Position Command>? ✓ ✓ ✓ ✓ ✓ ✓
8 0.1 What are the instances of damper position commands? ✓ ✓ ✓ ✓ ✓ ✓
9 0.2 Retrieve all damper position commands ✓ ✓ ✓ ✓ ✓ ✓
10 0.3 What commands adjust the position of dampers? × ✓ × ✓ ✓ ✓
11 0.4 List the commands used for damper positioning in this system. × ✓ ✓ ✓ ✓ ✓
12 0.5 What determines how airflows are regulated? × × × × × ×
13 1.0 What are the instances of air flow setpoint and the equipment they are a point

of?
✓ ✓ ✓ ✓ ✓ ✓

14 1.1 What are the instances of air flow setpoint and their associated equipment? ✓ ×1 ×1 ✓ ✓ ×1

15 1.2 What air flow setpoints exist in this system, and what equipment are they
related to?

✓ ×1 ×1 ✓ ✓ ✓

16 1.3 What are the instances of setpoints of air flow and the equipment they are a
point of?

×1 ✓ ×1 ✓ ✓ ✓

17 2.0 What are the instances of zone air temperature sensors that are points of VAVs
that are fed by AHUs?

×1 ×1 ✓ ×2 ×2 ✓

18 2.1 Which zone air temperature sensors receive input from terminal units connected
to AHUs?

×3 ×1 ×4 ×5 ×5 ✓6

19 2.2 What are the existing zone air temperature sensors and their associated AHUs? ×7 ×7 × × × ✓6

1 Asks for the equipment label instead of the instances, 2 Not returning the AHU instances, 3 Using brick:Terminal_Unit, 4 Using brick:Terminal, 5
Hallucinates relationships such as brick:hasInput, brick:isInputFrom 6 Does not explicitly assign a class to the intermediary so the query still returns, 7
Missing the link between zone air temperature sensors and AHUs.

and their associated AHUs (e.g., 𝑄𝑖𝑑 = 15), a correct answer must
return point names for both variables. However, if the resulting
answer has more information (e.g., also returning the VAVs that
connect the zone air temperature sensors to the AHUs), we still
accept it to be correct as long as number of rows still match those
of the ground truth query.

For simpler questions 𝐿{0.0−0.5}, our approach performs identi-
cally to AutoKGQAwhen using larger models, such as 4o. However,
for smaller models like L70b and 4o-mini, our approach consis-
tently outperforms AutoKGQA across both applications (i.e., meters
and dampers). This indicates that performance is not dependent

on the specific class being queried. Additionally, within the zero-
hop range (𝐿{0.0 − 0.5}), model performance remained consistent
across different surface forms of questions, whether phrased directly
𝐿{0.0.0.1, 0.3, 0.5} (e.g., What is..., Which...) or indirectly 𝐿{0.2.0.4}
(e.g., List, Retrieve, Show).

Notably, the clear performance improvement with 4o-mini sug-
gests that minimal prompt engineering can enable smaller models
to achieve results comparable to much larger models, highlighting
potential for efficient deployment in edge computing environments.
At 𝐿 = 0.5, both methods struggle, which is expected given the
elevated ambiguity of these questions. Answering such questions
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requires a combination of two key abilities: (1) strong domain-
specific reasoning and (2) the capacity to traverse the graph to
infer what entities the user might be referring to. This challenge
is significant even for human experts unfamiliar with the KG. For
instance, when asked about energy consumption, a model must
determine whether the question pertains to electricity, natural gas,
or another energy source, which depends on the specific systems
installed in the building, which was electrical meter in this case.
We also find that partially explicit class mappings (e.g., commands
used for damper positioning) have minimal impact on performance
for larger models like 4o and L70b. Specifically, in DA-KGQA, such
mappings did not affect performance at all, even for smaller models.
This suggests that users can express class requirements with some
degree of flexibility without negatively impacting accuracy.

As we move to more complex queries 𝐿{1.0−1.3}, an interesting
pattern emerges. Models are generally able to construct more com-
plex queries when classes and relationships are clearly defined (i.e.,
explicit). However, AutoKGQA exhibits a notable failure mode: it
frequently attempts to return equipment labels (i.e., rdf:label values
that provide a human-readable description of an instance if exists)
instead of their instances. Interestingly, 4o-mini outperforms its
larger counterparts in these cases, likely because it follows a sim-
pler reasoning process and avoids unnecessary query modifications
(e.g., trying to extract labels) which results in raising errors when
such labels do not exist.

For the most complex two-hop queries (𝐿{2.0 − 2.2}), we ob-
serve interesting failure patterns. The original AutoKGQA imple-
mentation, while generating syntactically correct SPARQL queries,
consistently requests the labels of AHUs and VAVs rather than
their instances. This leads to failures in more explicit scenarios,
with only L70b successfully returning the correct answer for the
most explicit query (𝑄𝑖𝑑 = 17). With DA-KGQA, we observe a
shift in the failure modes, particularly in 4o-mini and 4o. These
models correctly return all zone air temperature sensors but fail
to retrieve the corresponding AHU instances using the equipment
hierarchy. However, this omission can be arguably justified, as the
question does not explicitly state that AHUs should be included.
As we move to 𝐿 = 2.1, hallucinations become a significant chal-
lenge. Our approach occasionally introduces incorrect relationships
in 𝑄𝑖𝑑 = 18 (e.g., brick:hasInput), whereas AutoKGQA instead
defaults to using Brick classes such as brick:Terminal_Unit and
brick:Terminal. The intent behind 𝑄𝑖𝑑 = 18 (𝐿 = 2.1) was to test
whether models could recognize that “terminal unit” is a generic ref-
erence when the user is uncertain about the exact equipment type
(i.e., VAV). Among all models, only L70b in our framework correctly
inferred this ambiguity, assigning a variable without imposing a
class constraint such as brick:VAV or brick:Terminal_Unit. The
most challenging query, 𝐿 = 2.2, required inferring amissing link—a
case where the question appears to imply a single-hop relationship,
but a domain expert would recognize the need for an intermediate
entity (e.g., a VAV). Notably, L70b in our framework successfully
generated the correct query structure by accurately inferring the
missing link.

For the full set of 19 queries, the cost of running 4o with Au-
toKGQA was $1.920, while DA-KGQA lowered this to $1.403, repre-
senting a 27% cost reduction. Similarly, for 4o-mini, costs dropped
from $0.091 to $0.047, a 48% reduction. More strikingly, our results

show that 4o-mini, when paired with domain-aware prompting,
can achieve comparable and even superior performance to 4o at 41
times lower cost, highlighting the potential of simple yet effective
prompt engineering to make KGQAmore cost-efficient and scalable.
Although 4o-mini is a commercial model and cannot currently be
deployed locally, open-source alternatives such as LLaMA 3.1 8B
offer a viable path for running similar models on-device. Based on
recent estimates [1], 4o-mini has approximately 8 billion parame-
ters—placing it at the upper end of what edge computing with high-
end hardware accelerators (e.g., Jetson Orin, Apple M-series NPUs,
or desktop GPUs with quantized inference) can reasonably support.
Future work should evaluate even smaller models, such as LLaMA
3.2 3B, to further explore the performance-cost trade-offs and prac-
tical feasibility of deploying DA-KGQA in resource-constrained
environments.

Overall, DA-KGQA demonstrates significant performance gains,
particularly with large models such as L70b performing well even
on complex queries that require reasoning over implicit relation-
ships, and smaller models such as 4o-mini matching and outper-
forming larger models at a significantly lower cost.

4 LIMITATIONS, CONCLUSIONS AND FUTURE
WORK

Our findings show that simple domain-aware prompt engineering
significantly improves KGQA, allowing smaller models to match
or surpass larger ones. This enhancement supports cost-efficient,
privacy-preserving deployment in edge computing. However, chal-
lenges remain, particularly in handling ambiguous queries. Infer-
ring intent requires KG traversal and dynamic adjustments based
on context. While structured methods help, some cases still re-
quire human clarification. Queries with explicit or partially explicit
class references perform well, reinforcing KGQA’s potential for AI-
assisted tools and autonomous agents. These findings highlight the
importance of domain knowledge in KGQA and motivate further
research into zero-shot foundation models for CPS-IoT applications.
More broadly, this work contributes to the long-term vision of au-
tonomous agents capable of navigating large sensory databases,
extracting time series data, and applying it effectively in down-
stream CPS-IoT tasks.

Nonetheless, several limitations remain. Our evaluation was
conducted on a single building and limited to the Brick ontology,
which constrains the generalizability of our findings. Furthermore,
we focused exclusively on AutoKGQA without comparing against
other state-of-the-art KGQA systems that may exhibit different
performance characteristics under domain-specific prompting. The
relatively small size of the evaluation set also limited our ability to
conduct detailed error analysis.

These limitations suggest multiple directions for future work.
Expanding the evaluation to covermultiple buildings and ontologies
would provide stronger evidence of generalizability across settings.
Incorporating additional KGQA baselines would allow for a more
comprehensive performance comparison. Lastly, increasing the
scale and diversity of the evaluation set would support a deeper
analysis of failure modes, particularly in cases where prompt-based
strategies fall short of resolving query ambiguity.
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